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This guidance was created with the assistance of generative artificial intelligence. 

 
The guide does not promote or recommend any AI tool, system, or model but it will provide 
examples to model what these systems can do. This guide considers all types of AI but 
focuses on generative AI in places as the latter is the newest AI resource that is accessible to 
everyone with internet access and shows broad potential to reduce workload and increase 
efficiencies. 
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Summary: ArƟficial Intelligence (AI) in EducaƟon 
 
Before incorporating Artificial Intelligence (AI) into the workplace or educational setting, it is crucial 
for school and trust leaders, teachers, support staff, and students to have an awareness and 
understanding of the following key points: 
 

 Exceed Academies Trust encourages the careful and considerate use Artificial Intelligence 
(AI) but advises using generative AI cautiously. 

 AI presents significant opportunities for educational institutions, in terms of teaching, 
learning and administration, but it also carries inherent risks that necessitate awareness and 
mitigation. 

 School and trust safeguarding, data protection, cyber, internet use, and security policies are 
applicable to AI usage, including compliance with GDPR requirements. You must be familiar 
with and adhere to all related policies applicable to the use of AI. 

 Unlicensed generative Artificial Intelligence models without commercial data protection: 
Currently, these are the most common forms of generative AI. Under no circumstances 
should sensitive or personal information or data be uploaded to premium paid-for or free-
to-use generative AI models, including but not limited to ChatGPT, Google Gemini, Anthropic 
Claude, Pi and Microsoft Copilot. These operate in an unsecure, unprotected online 
environment without commercial data protection. Such requirements also apply to 
commercial products powered by ChatGPT or other generative model (e.g. TeachMate.ai). 
This data includes sensitive information (commercial, finance, etc) and personal information 
(such as names and birthdates) shared or reproduced in text, images, audio, video, code, or 
simulations formats (including through file names). 

 Licensed versions of Microsoft Copilot with commercial data protection: If personal or 
sensitive data is to be used for with generative Artificial Intelligence, the user must have an 
active and paid for Microsoft Copilot license associated with their work Microsoft 365 
account provided, funded and managed by their school/organisation and/or the trust. Such 
licensed versions of Microsoft Copilot operate with commercial data protection in a secure 
environment and data is not used to train the generative Artificial Intelligence model. It is 
likely that most school and trust Microsoft 365 accounts will not have access to the license, 
and so sensitive and personal data must not be used with generative artificial intelligence 
(see above). Schools/organisations should not subscribe to licensed paid for generative AI 
models other than Microsoft Copilot. The trust, schools and organisations wishing to 
purchase one or more licenses should approach the Trust’s IT lead and IT provider for 
support. 

 Please check with your IT support if you are unclear about whether you have 
access to a licensed version with commercial data protection before you begin 
to use it. In Microsoft Copilot, accessible via your internet browser, log in with 
your work email address. The following green shield icon will be displayed if you 
have a commercial data protection licensed version of Microsoft Copilot. In applications 
such as Microsoft Word, a Copilot icon will be displayed on the Home tab: 
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                                  ↓ 
 

 

 Incidents of inappropriate use of generative Artificial Intelligence, including the use of 
personal and/or sensitive data, will be dealt with in line with relevant school and Trust HR 
policies and procedures. 

 AI tools are sometimes available for free use, and in such instances, the company offering 
the service often considers the user’s data as the valuable commodity they seek or their 
loyalty resulting in future purchases and use. This is like social media, etc. The data is draws 
upon is captured, stored, and used to train the generative AI model. 

 Certain commercial procured AI powered resources chosen by a school may necessitate the 
sharing of some personal data. The Headteacher should explore these data protection 
requirements relating to such resources and seek support from the Data Protection Officer 
where required. They must ensure that data is securely stored in alignment with school and 
trust policies, including GDPR, before purchasing or implementing such systems/resources. 

 Typically, generative AI tools such as Google Gemini and ChatGPT have age restrictions of 
13, 16 or 18+. Age restrictions vary between models. Leaders, teachers, support staff and 
students must check and be mindful of these age limitations and adhere to the related terms 
and conditions. Written parental consent is required for students aged under 18 to use such 
tools. 

 As well as data protection and online safety related professional development, staff should 
consider accessing AI-related training provided by the trust, school, and/or other relevant 
providers based on the need of their school or organisation. 

 When applicable, schools and their staff should familiarise themselves with guidance from 
assessment bodies, including examination boards and The Joint Council for Qualifications, 
and effectively communicate this information to students and parents or carers. 
https://www.jcq.org.uk/exams-office/malpractice/artificial-intelligence/  
 

 Do not allow or cause intellectual property, including pupils’ work, to be used to train 
generative AI models, without appropriate consent or exemption to copyright. Students’ 
work should not be used to train AI without written parental consent (if the student is aged 
under 18) or consent from the student (if aged 18 or over). 
 

 Generative AI serves as a valuable tool for stimulating ideas and providing a starting point, 
but it usually requires user intervention to produce a high-quality finished product.  
 

 Generative AI will return results based on the dataset it has been trained on. Therefore, for 
example, a generative AI tool may not have been trained on the English curriculum and may 
not provide results that are comparable with a human-designed resource developed in the 
context of our curriculum. 
 

 Not all generative AI tools have access to the same training data and not all systems are able 
to access up-to-date information from the internet and other sources. Comparing and 
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contrasting outcomes from different generative AI tools, such as ChatGPT and Google 
Gemini, is recommended to get the best outcome. 
 

 Generative AI can be inaccurate; inappropriate; biased; taken out of context and without 
permission; and out of date and unreliable. The effectiveness of generative AI depends on 
the quality of the training data it has received, which may become outdated, biased, or 
contain misinformation. This includes content that reinforces stereotypes and bias towards 
underrepresented groups. Users should not use content that reinforces such biases and 
actively seek inclusive and diverse content appropriate to the context. Users should only use 
such information if they are qualified to verify its accuracy before using it. Generative AI can 
create inaccurate but believable content. 
 

 The quality of prompts (what the user asks AI to do) used in generative AI tools, such as 
Google Gemini and ChatGPT, directly influences the quality of the output. Outcomes always 
need quality assurance and often prompts require adjustments to achieve the desired high-
quality results. 

 Where generative AI is used by educators and support staff in schools for educational 
purposes in lessons, they should cautiously model (e.g. turn off the data projector until AI 
generated images have been created and quality assured) the use of generative AI tools such 
as ChatGPT and Google Gemini rather than allowing students to use it independently).  

 To prepare students to contribute to society and the future workplace, students should be 
educated about appropriate use, benefits, risks, and mitigations associated with generative 
Artificial Intelligence whether they have consent to use it and direct access to it in school or 
not. Equity in access to such resources should also be considered. 

 Information about the use of generative AI should be provided to parents and carers. 

 The field of AI evolves rapidly. Users should try to stay current with developments that 
impact AI usage in education and apply a critical eye to developments.  

Keeping Children Safe in Education (KCSIE) 
 
KCSIE states: 
 

All staff should be aware that technology is a significant component in many safeguarding 
and wellbeing issues. 

 
DfE (Department for Education) states: 
 

[Schools and colleges should] ensure that children and young people are not accessing or 
creating harmful or inappropriate content online, including through generative AI - keeping 
children safe in education provides schools and colleges with information on: 

o what they need to do to protect pupils and students online 
o how they can limit children’s exposure to risks from the school’s or college’s IT 

system 
 
KCSIE is available here: 
https://www.gov.uk/government/publications/keeping-children-safe-in-education--2  
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Department for Education (DfE) Generative AI in Education 
 
DfE guidance is available here: 

https://www.gov.uk/government/publications/generative-artificial-intelligence-in-
education/generative-artificial-intelligence-ai-in-education  

 
Ofsted’s approach to artificial intelligence (AI) 
 
Ofsted states: 
 

Ofsted will not directly inspect the quality of AI tools. It is through their application that they 
affect areas of provision and outcomes such as safeguarding and the quality of education. 
Leaders, therefore, are responsible for ensuring that the use of AI does not have a 
detrimental effect on those outcomes, the quality of their provision or decisions they take. 
 
Ofsted supports the use of AI by providers where it improves the care and education of 
children and learners. We recognise that these tools can help providers make better-
informed decisions, reduce workload and lead to innovative ways of working. 
 

Regulatory principle Providers are expected to… 

Safety, security, and 
robustness 

Assure themselves that AI soluƟons are secure and safe for users and protect 
users’ data 
 
Ensure they can idenƟfy and recƟfy bias or error 

Appropriate 
transparency and 
explainability 

Be transparent about their use of AI, and make sure they understand the 
suggesƟons it makes 

Fairness Only use AI soluƟons that are ethically appropriate – in parƟcular, we expect 
providers to consider bias relaƟng to small groups and protected characterisƟcs 
before using AI, monitor bias closely and correct problems where appropriate 

Accountability and 
governance 

Ensure that providers and their staff have clear roles and responsibiliƟes in 
relaƟon to the monitoring, evaluaƟon, maintenance, and use of AI 

Contestability and 
redress 

Make sure that staff are empowered to correct and overrule AI suggesƟons – 
decisions should be made by the user of AI, not the technology. 
 
Allow and respond appropriately to concerns and complaints where AI may 
have caused error resulƟng in adverse consequences or unfair treatment. 

 
Ofsted’s guidance is available here: 
https://www.gov.uk/government/publications/ofsteds-approach-to-ai  
 

  



Exceed Academies Trust 7

Knowledge and skills for the future 
 
The education sector needs to: 

 prepare students for changing workplaces 
 teach students how to use emerging technologies, such as generative AI, safely and 

appropriately 
 
At different stages of education, this teaching may include: 

 the limitations, reliability, and potential bias of generative AI 
 how information on the internet is organised and ranked 
 online safety to protect against harmful or misleading content 
 understanding and protecting Intellectual Property rights 
 creating and using digital content safely and responsibly 
 the impact of technology, including disruptive and enabling technologies 
 foundational knowledge about how computers work, connect with each other, 

follow rules and process data 
 
The education system should: 

 support students, particularly young pupils, to identify and use appropriate 
resources to support their ongoing education 

 encourage effective use of age-appropriate resources (which, in some instances, 
may include generative AI) 

 prevent over-reliance on a limited number of tools or resources 
 
DfE will continue to work with experts to: 

 consider and respond to the implications of generative AI and other emerging 
technologies 

 support primary and secondary schools to teach a knowledge-rich computing 
curriculum to children up to the age of 16 

 
Source: DfE (2023) https://www.gov.uk/government/publications/generative-artificial-
intelligence-in-education/generative-artificial-intelligence-ai-in-education  
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What is Artificial Intelligence? 

Artificial intelligence (AI) is a branch of computer science that deals with the creation of 
intelligent agents, which are systems that can reason, learn, and act autonomously. AI 
research has been highly successful in developing effective techniques for solving a wide 
range of problems, from game playing to medical diagnosis. 

How does AI work? 

AI systems typically work by using machine learning algorithms to learn from data. Machine 
learning algorithms can identify patterns in data and use those patterns to make predictions 
or decisions. For example, an AI system that is trained on a dataset of images of cats and 
dogs will be able to learn to distinguish between cats and dogs in new images. 
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What types of AI are there? 

Not all types of AI are the same. 

 Machine learning (ML): AI systems that learn from data without being explicitly 
programmed. 

o Gradescope: an AI-powered assessment tool that can grade essays, multiple-
choice tests, and short-answer questions. 

o Century Tech: uses machine learning algorithms to test and diagnose pupils’ 
learning needs and then adapt the curriculum-focused questions to target 
gaps in their learning and to provide more challenge. 

 Deep learning (DL): A type of ML that uses artificial neural networks to learn from 
data.  

o Formative AI: an AI-powered tutoring platform that can provide students 
with personalised instruction and support in maths. 

 Natural language processing (NLP): AI systems that can understand and generate 
human language. 

o Duolingo: an AI-powered language learning platform that offers courses in 
over 100 languages. 

 Computer vision (CV): AI systems that can understand and generate images and 
videos. 

o Edmodo: an AI-powered learning management system that helps teachers 
create and deliver online courses, often including videos and images. 

 Generative AI: AI systems that can create new data, such as text, images, and 
videos. 

o Quizizz: an AI-powered assessment tool that allows teachers to create and 
administer interactive quizzes and games, often with generated content. 

New AI products and improvements to existing tools are happening regularly with new 
functionality added. Some tools require paid subscriptions, while others are ‘free’, 
sometimes with fewer features or older training data. Ultimately, users ‘pay’ AI companies 
by sharing data to develop AI products. This makes data security and privacy essential when 
using AI. 
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What is generaƟve ArƟficial Intelligence? 
 
Generative AI has been high profile in recent months, with generative AI tools such as 
OpenAI’s ChatGPT and Goggle’s Bard making the headlines. 

Generative AI uses large language models (LLMs), a type of artificial intelligence (AI) 
algorithm that uses deep learning techniques and massively large data sets to understand, 
summarise, generate, and predict new content. LLMs are trained on massive datasets of 
text and code, which allows them to learn the patterns and relationships of language. Once 
trained, LLMs can be used to perform a variety of tasks, such as: 

 Text generation: LLMs can 
generate text of all kinds, 
including poems, code, 
scripts, musical pieces, 
email, letters, etc.  

 Machine translation: LLMs 
can translate text from one 
language to another with 
high accuracy.  

 Question answering: LLMs 
can answer questions in a 
comprehensive and 
informative way, even if 
they are open ended, 
challenging, or strange.  

 Reading comprehension: 
LLMs can understand the 
meaning of text and answer 
questions about it. 

 Summarisation: LLMs can 
generate summaries of 
lengthy documents or 
articles. 

 Classification: LLMs can 
classify text into different 
categories, such as news 
articles, product reviews, or 
scientific papers.  

For example, if you use a generative AI model to generate text, the model will have been 
trained on a large dataset of text, such as books, articles, and code. When you give the 
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model a prompt (i.e. you tell it what you want it to do), it will use its knowledge of the 
patterns in the training data to generate new text that is relevant to the prompt.  

Using a simple prompt 
such as ‘Explain the story 
of Macbeth in 100 words’, 
generative AI will provide 
this in just a few seconds: 

Generative AI can be used 
to create a wide variety of 
content, including text, 
images, audio, and video. 
It can be used to create 
new products and 
services, improve the 
efficiency of existing 
processes, and even help 
us to better understand 
the world around us. It 
can help to reduce 

workload, such as providing ideas for the content of a report you may need to prepare for 
your Local Advisory Board.  

Here are some specific examples of how generative AI can use your data: 

 To generate new 
creative 
content: Generative 
AI can be used to 
generate new forms 
of creative 
expression, such as 
poems, music, and 
art. For example, the 
AI model DALL-E 2 
can generate images 
from text 
descriptions, and the 
AI model Jukebox can 
generate music from 
text descriptions.  

 To improve the efficiency of existing processes: Generative AI can be used to 
automate tasks that would otherwise be time-consuming or expensive to do 
manually. For example, generative AI can be used to generate marketing copy, 
translate languages, and write code. 
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 To help us to better understand the world around us: Generative AI can be used to 
explore and analyse complex data in new ways. For example, generative AI can be 
used to develop new scientific models and to create simulations of real-world 
systems. 

It is important to note that generative AI can also be used to create harmful content, such as 
fake news and deepfakes. It is therefore important to be aware of the potential risks of 
using generative AI and to take steps to mitigate those risks. 
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How can AI be used in educaƟon? 

Different types of AI can be used in education in a variety of ways, including: 

 Personalising learning for students: AI can be used to develop personalised learning 
plans for students based on their individual needs and interests. 

 Providing feedback to students: AI can be used to provide students with feedback on 
their work, such as essays or coding assignments. 

 Automating tasks for teachers: AI can be used to automate tasks for teachers, such 
as grading assignments or creating reports. 

 Providing students with access to educational resources: AI can be used to provide 
students with access to educational resources, such as online courses or tutoring. 

  



Exceed Academies Trust 14 

What are the potenƟal benefits of using AI in educaƟon? 

There are many potential benefits to using AI in education, including: 

 Improved student learning: AI can help students to learn more effectively by 
providing them with personalised learning experiences and feedback. 

 Increased teacher productivity: AI can free up teachers to focus on teaching and 
interacting with students by automating tasks such as grading and reporting. 

 Increased access to education: AI can help to provide students with access to 
education regardless of their location or socioeconomic status. 

 Reduce workload: AI can help headteachers to draft policies and reports using the 
data it was trained on to provide generic information as a starting point for the 
document. The author can then tailor this to their need and context. In the same 
way, it can provide students with the answers for their homework or write an essay 
for them to submit for assessment. Claude, a generative AI system, allows PDF 
documents to be uploaded. A simple prompt of ‘Summarise this document’ or ‘What 
is the difference between these two documents?’ will generate a response. 
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What are the risks of using AI in educaƟon? 
 
There are several risks associated with using AI in education. These include: 

 Bias: AI systems are trained on data, and that data can reflect the biases that exist in 
the real world. This means that AI systems can generate text, translate languages, 
write different kinds of creative content, and answer your questions in an 
informative way that is biased against certain groups of people. This could lead to 
students being exposed to biased information or being treated unfairly. 

 Privacy: AI systems often collect and store large amounts of data. This raises 
concerns about privacy and security. Schools need to take steps to protect sensitive 
information, including workforce and student data, and ensure that it is used 
responsibly. 

 Overreliance on technology: There is a risk that students and teachers could become 
over reliant on AI technology. This could lead to a decrease in independent thinking 
and problem-solving skills. 

 Lack of transparency: It can be difficult to understand how AI systems work and what 
data they are using. This can make it difficult to assess the accuracy and fairness of 
AI-generated results. 
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What are the risks of using generaƟve AI? 
 
Here are some of the most common risks associated with generative AI: 

 Bias: Generative AI models are trained on data that is collected from the real world, 
and that data may contain biases. This means that the generative AI model may also 
generate biased content. 

 Misinformation: Generative AI can be used to create fake news and other forms of 
misinformation. For example, a generative AI model could be used to create a fake 
video of a politician saying something that they never actually said. This type of 
misinformation can be very damaging, especially if it is used to influence elections or 
public opinion. 

 Security: Generative AI models can be used to create new types of cyberattacks. For 
example, a generative AI model could be used to create spam emails that are so 
personalised that they are difficult to distinguish from real emails. This could make it 
easier for cybercriminals to trick people into revealing sensitive information or 
clicking on malicious links. 

 Accuracy: Not all the data is current or up to date. For example, at the time of 
writing (September 2023), ChatGPT’s ‘free’ to access system used data produced up 
to September 2021 to train its model. Present day internet searches are only 
available via paid for Premium subscriptions.  
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How can schools and users of AI miƟgate risk? 
 
Schools and users of AI can mitigate the risk of using AI in several ways, including: 

 Personal data: Personal data of students and the school workforce must never be 
entered into generative AI systems, including names and identifiable photos. If the 
school opts to use AI tools that are designed for educational use these tools are 
typically more transparent and accountable than general-purpose AI tools such as 
ChatGPT. But the school should ask questions and ensure they understand how 
student data is used, processed, stored, and secured before using the tool. 

 Develop and implement policies and procedures for the use of AI. 

 Educate students and teachers about AI. This includes teaching them about the 
potential benefits and risks of using AI, as well as how to use AI critically and 
ethically. 

 Monitor the use of AI in schools. This includes tracking how AI is being used, 
identifying any potential problems, and taking steps to address those problems. 

 Be aware of the potential for bias in generative AI models. When using a generative 
AI model, be critical of the content that it generates. Be aware of the model's 
training data and the potential biases that may be present in that data. 

 Be careful about what data you share with generative AI models. Only share data 
that you are comfortable with being used to generate new content. You must not in 
any circumstance share personal data about pupils/students or colleagues with 
Generative AI, such as names and grades, or sensitive data. 

 Use generative AI models from reputable sources. There are many different 
generative AI models available, and some of them are more reliable than others. 
Choose models from developers that have a good track record of creating safe and 
ethical AI systems. This is a fast-moving industry, so you need to be aware of how 
models evolve and how they use your data. 

 Be critical of the content that is generated by generative AI models. Don't assume 
that everything that is generated by a generative AI model is accurate or true. Be 
sure to verify the content before sharing it or using it to make important decisions. 

 Overreliance on technology: Schools can encourage students and teachers to use AI 
tools in conjunction with other teaching and learning methods. They can also teach 
students how to think critically about the information that they generate using AI 
tools. 

 Lack of transparency: Schools can choose AI tools that are transparent about how 
they work and what data they are using. They can also teach students how to 
evaluate the accuracy and fairness of AI-generated results. 

 Job displacement: Schools can prepare students for the future of work by teaching 
them the skills they need to use AI effectively. They can also work with the 
community to develop new jobs and opportunities in the field of AI.  
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The importance of data protecƟon and security 

It is important to note that the use of AI in education raises several data protection and 
security concerns. For example, AI systems often need to collect and use large amounts of 
student data to learn and provide personalised feedback. This data could potentially be 
misused or hacked, which could have serious consequences for students' privacy. 

It is therefore essential that schools and other educational institutions take steps to protect 
student data and ensure that AI systems are used in a secure and responsible way. This 
includes having clear data protection policies in place, training staff on data protection and 
security, and using only trusted AI systems from reputable suppliers. 

  



Exceed Academies Trust 19 

The use of AI by students 

It is also important to note that AI can be used by students in both positive and negative 
ways. For example, students can use AI to help them with their studies, such as by using AI-
powered chatbots to get help with homework or by using AI-powered translation tools to 
translate foreign languages. However, students can also use AI for negative purposes, such 
as by using generative AI-powered tools to plagiarise work or by using AI-powered social 
media tools to spread cyberbullying. 

It is therefore important to educate students about the potential benefits and risks of using 
AI. Schools and other educational institutions should teach students how to use AI 
responsibly and ethically. 

The following is a list of the age restrictions for using the most popular generative AI tools: 

 Bard: 13+ with parental consent if under 18 

 ChatGPT: 18+  

 Pi: 16+ 

 Claude: 13+ with parental consent if under 18 

 Bing: 13+ with parental consent if under 18 

Based on these, no student lower down school than Year 9 should be using these generative 
AI models. It is important to note that these age restrictions are not set in stone. Generative 
AI tools are still under development, and the risks and benefits of their use are still being 
studied. As a result, some people may believe that these age restrictions are too low, while 
others may believe that they are too high. 

It is also important to note that some generative AI tools may have stricter age restrictions 
in certain jurisdictions. For example, The UK's Data Protection Act 2018 and GDPR require 
parental consent to process data of children under 13 years old. So even without a stated 
minimum age, companies enable parental controls and likely discourage use by under 13s. 

You usually need an account to access AI tools. This is likely to be an email address and a 
registration form may need to be completed to sign-up. Already the user is beginning to 
connect personal information about themselves, e.g. if the email address used to register on 
ChatGPT is the same one on your Facebook account. This may or may not concern you, but 
it is worth remembering. Your data is the product for some businesses. 

If you are unsure whether a particular generative AI tool is appropriate for students, it is 
always best to err on the side of caution. In school where there is a good reason to use 
generative AI in the classroom, teachers and teaching staff are better to model the use of 
generative AI rather than allow students to use it themselves. 

Here are some additional things to consider: 
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 Generative AI tools can be used to create harmful content, such as hate speech, 
violence, and pornography. It is important to talk to students about the potential 
risks of using these tools and to monitor their usage. 

 Generative AI tools can also be used to create deepfakes, which are videos or audio 
recordings that have been manipulated to make it look or sound like someone is 
saying or doing something that they never actually said or did. Deepfakes can be 
used to spread misinformation or to damage someone's reputation. It is important 
to talk to students about the dangers of deepfakes and to teach them how to 
identify them. 

 Generative AI tools can be addictive. It is important to set limits on usage and to 
make sure that they are using these tools in a healthy and productive way. 

 AI may be more accessible in the home or outside of school. Consider what 
information the school can share with parents and carers to support the safe and 
appropriate use of AI. 

There are several risks associated with a student using generative AI to prepare a piece of 
work to submit for assessment. These include: 

 Plagiarism: Generative AI tools can be used to produce text that is highly similar to 
existing text, without attribution. This can lead to students being accused of 
plagiarism, even if they were not aware that the text was not their own. 

 Academic dishonesty: Students who use generative AI to produce their work are 
essentially cheating. This can have serious consequences, such as failing the 
assessment. 

 Lack of learning: Students who rely on generative AI to do their work are not actually 
learning the material. This can put them at a disadvantage in their studies and in 
their future careers. 

 Bias: Generative AI tools are trained on massive datasets of text and code. These 
datasets can reflect the biases that exist in the real world. This means that 
generative AI tools can generate text that is biased against certain groups of people. 
This could lead to students producing work that is discriminatory or offensive. 

 Misinformation: Generative AI tools can generate text that is factually inaccurate. 
This is because these tools are not always able to distinguish between fact and 
fiction. Students who use generative AI to produce their work could submit work 
that contains misinformation. 
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GeneraƟve AI and assessments 

There are some general concerns about the use of generative AI in education. For example, 
some people worry that the use of generative AI will lead to a decline in the quality of 
student work and a decrease in critical thinking skills. Others worry that generative AI will 
make it more difficult for teachers to assess student learning if a student’s work is AI-
generated. 

Here are some tips for teachers on how to reduce the risks of students using generative AI 
for assessments: 

 Design assessments that require students to demonstrate their critical thinking skills 
and understanding of the material, rather than simply regurgitating information. 

 Use a variety of assessment formats, including oral presentations, projects, and 
group work. 

 Give students clear instructions about what is expected of them and the 
consequences of cheating. 

 Use plagiarism detection software to scan student work for similarities to existing 
sources. 

 Talk to students about the importance of academic integrity and the risks of using 
generative AI to cheat. 

It is also important for schools to develop policies and procedures for dealing with academic 
dishonesty. These policies should be clear and fair, and they should be communicated to 
students at the beginning of the school year. Schools should also consult with test and 
examination boards for guidance. 

Earlier in the guidance we used the generative AI prompt ‘Explain the story of Macbeth in 
100 words’. This could be 
rewritten to ‘Explain the story of 
Macbeth in 100 words. Use British 
English and include two spelling 
mistakes. List the spelling mistakes 
at the end’. It’s easy to make 
content look like it was written by 
a human rather than AI.  

It is very difficult to say with 
confidence whether AI was used 
or not. There are some tools 
available to that try to do this, like 
GTPZero, but some companies 
have abandoned their efforts, 
including OpenAI, the creators of 
ChatGPT. 
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Could a school or trust have its own private generaƟve AI model? 
 
Yes. But there are both benefits and issues associated with a school or trust purchasing its 
own private generative AI system rather than using tools such as ChatGPT or Bard. 

Benefits: 

 Control: Schools would have more control over the data that is used to train the 
system and the features that are available to students. This could be important for 
schools that have specific needs or concerns. 

 Security: Schools would have more control over the security of the system and the 
data that is stored on it. This could be important for schools that handle sensitive 
data, such as student records. 

 Customisation: Schools could customise the system to meet their specific needs. For 
example, they could add new features or train the system on a specific dataset of 
text and code. 

Issues: 

 Cost: Purchasing and maintaining a private generative AI system can be expensive. 

 Expertise: Schools would need to have the expertise to operate and maintain the 
system. This could require hiring new staff or training existing staff. 

 Bias: Generative AI systems are trained on massive datasets of text and code. These 
datasets can reflect the biases that exist in the real world. This means that 
generative AI systems can generate text that is biased against certain groups of 
people. Schools would need to be aware of this risk and take steps to mitigate it. 

 Access: Not all schools have the resources to purchase and maintain a private 
generative AI system. This could lead to a digital divide between schools that have 
access to these systems and those that do not. 

 Transparency: It is important for schools to be transparent about the use of 
generative AI systems. This includes informing students and parents about how the 
system works and what data is used to train it. 
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Further informaƟon 
 
Department for Education: Generative artificial intelligence in education 
https://www.gov.uk/government/publications/generative-artificial-intelligence-in-
education  
 
Teacher Development Trust: Understanding AI for School: tips for school leaders 
https://tdtrust.org/2023/09/08/download-understanding-ai-for-school-tips-for-school-
leaders/  
 
Net Support: Exploring effective and ethical use of AI in education  
https://youtu.be/4c2aXGU-KYQ?si=yCK9t-kJG61TCsDN 
 
 


